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Non-Volatile Memory Failure Simulations Realism Generality

➢ Coverage of system designs

➢ API accessibility

➢ Meaningful parameterization

➢ Multi-threaded recovery 

support

Generation of

Failure Distribution

2s 4s 6s

Challenges

Integration
➢ System Failures
➢ controlled, isolated, short

➢ Realistic benchmarking of 

recovery operations

➢ Comparison of different 

recovery techniques

enable Persistent Algorithm Designs

Implement Recovery Support

Benchmark under Failures

Configuration  File
{

“PmemPath”: “/pmem/pool”,
“Threads”: 4
“Failures”: 3,
“Distribution”: “Uniform”,
“Runtime”: “8s”,
“RecoveryThreads”: “All”

}

Format
➢ Human-Readable

➢ Language-Independent

Persistent Data 

Structure

Operations
➢ Enqueue

➢ Dequeue

➢ Recover

Failure Simulation

M

➢Terminates & Restarts 
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➢ CPU-cache contents 

unaffected by simulated 

failures

➢ Process-wide failures 

invalidate caches
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➢ Byte-Addressable

➢ Large & Inexpensive
➢ Persistent
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